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ABSTRACT
The future-related information mining task for online web resources
such as news articles and blogs has been getting more attention due
to its potential usefulness in supporting individual’s decision mak-
ing in a world where massive new data are generated daily. Instead
of building a data-driven model to predict the future, one extracts
future events from these massive data with high probability that
they occur at a future time and a specific geographic location. Such
spatiotemporal future events can be utilized by a recommender sys-
tem on a location-aware device to provide localized future event
suggestions.

In this paper, we describe a systematic approach for mining fu-
ture spatiotemporal events from web; in particular, news articles.
In our application context, a valid event is defined both spatially
and temporally. The mining procedure consists of two main steps:
recognition and matching. For the recognition step, we identify
and resolve toponyms (geographic location) and future temporal
patterns. In the matching step, we perform spatiotemporal disam-
biguation, de-duplication, and pairing. To provide more useful fu-
ture event guidance, we attach to each event a sentiment linguistic
variable: positive, negative, or neutral, so that one may use these
extracted event information for recommendation purposes in the
form of “avoid Event A” or “avoid geographic location L at time
T” or “attend Event B” based on the event sentiment. The identi-
fied future event consists of its geographic location, temporal pat-
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tern, sentiment variable, news title, key phrase, and news article
URL. Experimental results on 3652 news articles from 21 online
new sources collected over a 2-week period in the Greater Wash-
ington area are used to illustrate some of the critical steps in our
mining procedure.
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1. INTRODUCTION
Online web sources provide rich information that can be used

as input for recommendation system. In particular, one can find
substantial amounts of information related to future spatiotempo-
ral events in news articles that are useful for future event recom-
mendations. The task of “searching the future” is first discussed in
[3, 4] when the temporal patterns in a news article are considered
formal attributes in a text document . Generally, this task can be
extended to any web content. Recently, this future-related informa-
tion extraction task for web content has been getting more attention
[11, 12] [and references therein] due to its potential usefulness in
supporting decision making by an individual in a world where mas-
sive amount of new data are generated daily. Instead of building a



prediction model based on historical data to predict the future, one
extracts future-related information from these data with high occur-
rence probability. To enable temporal annotation and tagging, Mani
and Wilson [19] introduced a temporal annotation specification and
an approach for resolving a class of time expression based on hand-
crafted and machine learned rules. Verhagen et al. [36] extended
Mani and Wilson’s work by developing a software tool TARSQI
(Temporal Awareness and Reasoning Systems for Question Inter-
pretation) that automated temporal annotation. Recently, Wang et
al. [38] proposed a spatiotemporal knowledge harvesting frame-
work to construct trajectory of individuals from spatiotemporal in-
formation extracted from news archives.

In this paper, we describe an information extraction framework
to mine spatiotemporal future events from news articles. The ap-
plication objective for this extraction framework is to provide a
location-aware recommendation system with information on future
events. In our context, a future event will be extracted only when its
location and time can be identified or deduced from a news article.
For example,

E1: Washington Post (27 September 2010): a possible tornado
occurring at Clarksville, Maryland in an hour after a news
alert (at noon).

E2: Baltimore Sun Blog (23 September 2010): possible traffic
congestion near Merriweather Post Pavillion in Columbia,
Maryland on 24 September 2010 due to an outdoor concert
performance.

E3: Baltimore Sun (27 September 2010): a casino opening a few
days ahead of schedule on 27 September 2010 at Perryville,
Maryland.

To enhance the utility for the mined future events for the rec-
ommendation application, one needs to further identify the event
sentiment. In other words, one needs to identify whether the event
is a positive, neutral, or negative event based on either the event
type or the sentiment expressed in the text. For example, E1 and
E2 are labeled as negative events as they are events related to bad
weather and bad traffic, respectively. For E3, it can be labeled as
positive if one considers gambling as a recreational activity. Or, it
can be labeled as negative if gambling is considered as a vice. The
event sentiment of E3 can also depend on the news article content.

For application purposes, we include “near-past” event in our
mining task due to its relevance to current and future. For instance,
a traffic accident occurring one half hour ago on a highway may
still be affecting the traffic flow. It may be a precautionary infor-
mation for a user who drives past a recent crime scene where the
culprit is still at large. These pieces of information are useful for
personalized decision making and event recommendation based on
user location.

The information sources that we use are feeds from news sources
in a real-time setting. Towards this end, a record in the event database
for the recommender system consists of six attributes: spatial (name,
latitude, longitude), temporal (day, month, year, time [interval] (if
available)), key phrase (text before and after a temporal pattern),
sentiment, information source (URL), news article title, all of which
are extracted from a news article. The record will be removed from
the event database when it is a past event occurring at a fixed time
interval from the current time.

A scenario of the application of the extracted information for a
location-aware recommender system on a mobile device is as fol-
lows. John stays in the Baltimore suburban area. He carries a GPS-
enabled mobile device with the recommendation application that
can get future event recommendation based on his GPS location.

On 27 September 2010, if John was driving near Clarksville, Mary-
land, the recommendation application would advise him to drive
away (due to negative sentiment, see Example E1) and it would
provide the news article title, key phrase, and URL as evidence to
support the recommendation. If John was driving near Perryville,
Maryland, he would be encouraged to visit the casino (if the sen-
timent is positive, see Example E3) with specific details available
from the news article when he clicked on the URL.

Figure 1 shows three different events extracted from news arti-
cles from local news sources around the Greater Washington region
with respect to the user geographic location (green car icon) deter-
mined using the user’s network routing addresses. One “near past”
event is an accident happened in the morning near to the user’s
current location. A “near past” event that continues to have an ef-
fect to the present is the shooting incident at Johns Hopkins Hospi-
tal in Baltimore (although no marker is shown in Figure 1) which
resulted in a “temporarily restricted access to the [hospital] main
building”. A future event occurs two days from the present related
to an electronic devices re-cycling event. The latitude and longi-
tude values for an event is used to mark the event on the map while
the geographic name is shown in the information box. Date, event
sentiment, key phrase, and the news article title provide a brief de-
scription for the event. A URL is included for users who require
more details.

The main contributions of the paper are (i) the introduction of a
new future event information type extracted from news articles that
is useful for location-aware recommender systems, (ii) a clear de-
scription and explanation of how such information is mined from
news articles, and (iii) a description of how the extracted infor-
mation can be used for location-aware recommendation purposes.
In particular, we describe (i) temporal pattern recognition, (ii) to-
ponym recognition and resolution, (iii) de-duplication, disambigua-
tion, and matching for the spatial and temporal patterns, and (iv)
event sentiment classification using statistical supervised learning.
Data consists of 3652 news articles from 21 online new sources col-
lected over a 2-week period (16-29 September 2010) in the Greater
Washington area are used to illustrate some of the critical steps in
our mining procedure. The main motivation for data collection in
the Greater Washington area is to develop a location-aware future
event recommender on mobile devices for the Greater Washington
area. A key premise for localized data collection is that one can
obtain more relevant and region-specific future events for the local
users.

The rest of the paper is organized as follows. First, we briefly de-
scribe some related work on future event mining and recommender
systems, temporal and spatial pattern extraction and disambigua-
tion, and sentiment analysis. Then, we describe our event mining
procedure in detail, highlighting some of the main subtasks such
as near-past and future temporal pattern recognition, rule-based to-
ponym recognition and resolution, rule-based spatiotemporal de-
duplication and disambiguation, and sentiment classification using
supervised learning. Instead of presenting experimental results in
a later section, we discuss our experimental results as we describe
the subtasks within the mining procedure.

2. RELATED WORK
Currently, web-based recommender systems for news articles

have been implemented, both commercially (e.g. Google news) and
as research prototypes, and they have been extensively studied [29,
30, 33] (and reference therein). The news article recommendations
are usually based on personal preference (e.g. news topic) and the
general public interest in a social context (e.g., Twitterstand [31]).
These types of recommendation rely on high-level text analysis



Figure 1: Examples of extracted near past and future events near to a user geographic location (green square car icon) on Google
Map on September 16, 2010.

such as topic modeling and classification, and news article rank-
ing based on social information sources. Minkov et al. [21] intro-
duced a low rank collaborative approach for future event recom-
mendation without previous feedback that was applied to scien-
tific seminar recommendation. Ye et al. [41] proposed an approach
to recommend locations for location-based social network. Levan-
doski et al. [13] proposed a generic location-aware recommenda-
tion system that uses location-based ratings to produce recommen-
dations. The approach was tested on movie and location recom-
mendations. Venetis et al. [35] proposed a framework that takes
a user location and a collection of near-by places to rank places
for recommendation purposes. Tekeuchi and Sugimoto [32] pro-
posed a real-world recommendation system that makes recommen-
dations of shops based on users’ past location history. The sys-
tem uses a place learning algorithm that efficiently find users’ fre-
quented places and assign the proper names. The discovered users’
frequented shops are used as input to the item-based collaborative
filtering algorithm for the recommendation system.

Jatowt et al. [11] proposed two methods for future information
detection and summarization from news archives and the web. One
method is based on future temporal expressions analysis; the other
one depends on periodic pattern detection in historical data. Jatowt
et al. [12] investigated the distribution of future event information
on the web and analyze its major topics. Ling and Weld [18] de-
scribed an information-extraction system that extracts temporal re-
lations between times and historical events. Brants et al. [6] de-
scribed a method to detect previously unseen events (news stories)
using an incremental TF-IDF model.

A multi-level generative model that establishes relationships be-
tween latent topics and geographical regions was proposed and ap-
plied to geotagged microblogs [9]. Two graphical models designed
specifically for text data to address textual interactions between
named entities (e.g., persons, organizations, locations) and the top-
ics were proposed and applied to news articles [22]. Similarly, [20]
extended the probabilistic latent semantic analysis model to extract

topics from text data with context information such as time and
location. Wang et al. [37] also proposed a probabilistic graphical
model to explicitly model the relationship between locations and
topics.

Recently, Gao et al. [10] proposed a system for extracting events
and their corresponding spatiotemporal context from photo images.
Ye et al. [40] investigated the use of textual and geographic fea-
tures of locations to identify relevant location to the main them of
a travelogue. Popescu et al. [26] defined an event as an “activity or
action with a clear, finite duration” in which a particular entity or
object is the main focus of the events. An approach was proposed
to extract such an event, and its corresponding set of actions, and
audience opinion. Yan et al. [39] interpreted a news article as con-
sisting of event-centered “atomic text snippets”. They investigated
the event snippet extraction problem and described a fine-grained
news digestion framework for the extraction problem using seman-
tic, syntactic, and visual features.

Sentiment analysis (or classification) deals with the “computa-
tional treatment of opinion, sentiment, and subjectivity in text” [24].
Previous work in sentiment classification focused on applications
such as movie reviews [25] and product reviews [7]. Machine learn-
ing techniques such as naive Bayes, maximum entropy method,
and support vector machines, were used for sentiment classifica-
tion on various features such as unigram, bigram, word frequencies
and presence, and parts of speech. It was suggested that sentiment
classification is much more difficult than topic classification [25].
Cui et al. [7] also demonstrated that discriminative models such as
support vector machines outperform generative models. Focusing
on customer reviews of products, Ding et al. [8] proposed a holis-
tic lexicon-based approach to handle opinion mining problem by
exploiting external evidences and linguistic conventions of natural
language expressions. This approach allowed the system to handle
context dependent opinion words and hence handled major difficul-
ties in existing algorithms. Recently, sentiment analysis has been
extended to social networks and micro-blogging [23].



Geotagging is the process of identifying and disambiguating ref-
erences to geographic locations. Amitay et al. [1] employ a hierar-
chical gazetteer approach to develop the “Web-a-Where” system
with several enhancements for geo/non-geo and geo/geo disam-
biguations that improved on existing gazetteer approaches. Lieber-
man et al. [17] introduced the concept of local lexicon into geotag-
ging news article to eliminate incorrect tagging of a less prominent
geographic location appearing in a local new source by a prominent
geographic location. In other words, a local lexicon set related to
a news source has priority over a general lexicon set during geo-
graphic location resolution process.

3. EVENT MINING APPROACH
This section contains an overview of the future event mining task

for news articles. We describe the four main subtasks, namely: fu-
ture temporal pattern recognition, toponym recognition and resolu-
tion, spatiotemporal disambiguation and matching, and event sen-
timent classification.

3.1 Overview
Figure 2 is an overview of the future event mining task and its

subtasks. The input data are news articles from online news source.
The mining procedure consists of two main steps: recognition and
matching. For the recognition step, (i) future temporal patterns,
both absolute future times (e.g., October 16 2011) with respect to
news article publication times and relative times (e.g., this Thurs-
day, next week, tomorrow), are recognized, (ii) toponyms are rec-
ognized and resolved based on the application of seven heuristic
rules [17], and (iii) news article title and URL are also identified
as attributes to describe and provide additional information for a
future event. For the matching step, (i) spatiotemporal disambigua-
tion and de-duplication are needed to pair up toponyms and future
temporal patterns to identify the future events, (ii) key phrases are
extracted based on the position of the temporal pattern in the ar-
ticle, and (iii) sentiment for each event is derived using statistical
supervised learning.

The output is a record in the event database consisting of six at-
tributes: spatial (name, latitude, longitude), temporal (day, month,
year, time [interval] (if available)), key phrase (text before and af-
ter a temporal pattern), sentiment, information source (URL), news
article title.

3.2 Future (and Near Past) Temporal Pattern
Recognition

Similar to the GUTime tagger in the TARSQI Project [36] and
the TempEx tagger [19], we handle both absolute times and relative
times. However, we only consider those temporal patterns that are
near past or future with respect to a reference time, which is the
publication timestamp of the news article. All identified temporal
patterns are converted to a standardized format for comparison. We
use the local time (e.g., Eastern Standard Time), ordinal date (Day
1 to 365/366 and year) format. A formal definition of a near past
and future event is as follows.

DEFINITION 1. Let tp be the publication timestamp for a doc-
ument d. A event is an incident described in d from which one can
obtain from d its geographic location, and t the time information.
A future event satisfies the property that t > tp. A near-past event
satisfies the property that t + ε = tp such that ε is a small value
depending on the context.

In this paper, t is the ordinal day and ε is set to 0. In other words,
our approach returns all events occurring on the same day as the
publication timestamp as well as subsequent days.

Examples of the absolute and relative temporal patterns used for
matching are shown in Tables 1 and 2, respectively. Absolute tem-
poral patterns are identified and then compared to the publication
timestamp to decide whether it is a future (and near-past) event or
not. For relative future temporal patterns, the temporal pattern may
include “this” which is used as an adjective to indicate the near-
ness in time such as “this Saturday” which is a future temporal
expression or “this morning” which is ambiguous as to on whether
it is past or future, but it is clear to be on the current day. Another
adjective used in a future temporal pattern is “next” that indicates
an “immediate following in time” such as “next week” and “next
day”. Again, we use the publication timestamp to compute the fu-
ture date. For “next week”, if we cannot identify the exact day, then
we use the date for the Monday of that week.

Temporal Pattern Examples
1 <day><month> 31 August; 31 Aug.
2 <month><day> February 13; Feb. 13
3 <year> current or next year
4 <time><:/.><am/pm> 8:30am; 10.30pm

Table 1: Absolute Temporal Patterns

Temporal Pattern Examples
1 this <day_variable> this morning; this Saturday
2 next <day/hour/week> next week; next hour
3 in <integer> in three hours; in two days

<hours/days/weeks_variable>
4 tomorrow tomorrow afternoon

<with/without variables>

Table 2: Relative Future Temporal Patterns

After identifying absolute and future temporal patterns, we then
identify interval patterns, if they exist. Examples of interval pat-
terns are shown in Table 3.

Temporal patterns Examples
1 starting <at/.><time> starting 11.30am;

(<to/-><time>) starting 11.30am
to 1.30pm

2 from <time><to/-><time> from 11.30am - 1.30pm
3 <time><to/-><time><am/pm> 3-7pm

Table 3: Temporal Interval Patterns

Based on the above matching rules used for extracting future
temporal patterns, at least 282 news articles (7.72%), out of the
3652 news articles from 21 online new sources collected over a 2-
week period (16-29 September 2010) in the Greater Washington
area, contain at least 1 one near past (same day, but earlier than the
publication time) or one future temporal pattern. At least 28 doc-
uments contain information on more than one near past or future
events. One notes that by using the matching rules, one can achieve
very high precision, but since the matching rules are not exhaustive
and do not infer implicit future temporal patterns, the recall perfor-
mance varies. By manual analysis, 150 of the 282 news documents
(53.19%) contain information about future events. One can extract
future event information from at least 4.11% of the news docu-
ments we collected. While web news from the main national/local

1We use “at least” to remind the readers that our approach is not an
exhaustive search and that the result can be taken as an empirical
lower bound for the number of future temporal pattern.



Figure 2: An overview of mining spatiotemporal future event from a news article.

Figure 3: Number of extracted unique near past and future temporal patterns over 14 days of news documents.

broadsheet (Washington Post) make up more than a quarter of the
future temporal patterns extracted, one interesting observation is
that online local newspapers (Wonkette and Baltimore Star) con-
tribute to another quarter of the extracted patterns.

Figure 3 shows the number of unique future temporal patterns
that we extracted based on our future temporal pattern recognition
approach for each day from September 16 to 29. Note the regular
appearance of ambiguous “next week” information for each day.
Figure 3 also shows that one can retrieve sufficient amount of near-
future information from news sources for real-world applications.
Also observes that in Figure 3 we do not show whether the temporal
pattern extracted on the same day as the publication date is a near
past or future temporal pattern with respect to the publication time.
One can assume that a near past event is as relevant as a future

event.

3.3 Toponym Recognition and Resolution
We now briefly describe the spatial information mining process

(different from [2]) which closely follows the procedures in [17]
and consists of two steps: toponym recognition [14] and toponym
resolution [15]. The main idea is the definition of a local spatial
lexicon, consists of a set of toponyms of close proximity, attach-
ing to a news source, especially the local one. These local spatial
lexicons related to their corresponding news sources are different
from a global lexicon, consisting of prominent places that every-
one knows, used by all news sources during toponym resolution.
In most cases where the news sources and the news categories are
local, the local lexicons supersede the global lexicon.



We use a hybrid toponym recognition technique consisting of
Part-Of-Speech (POS) tagging, Named-Entity Recognition (NER),
and rule-based heuristics recognition, followed by matching phrases
that can be found in a gazetteer (database of geographic locations
with geographic coordinates and associated metadata). The GeoN-
ames gazetteer, an open gazetteer built from multiple gazetteers, is
used for the toponym recognition.

The toponym recognition step consists of seven heuristic rules
according to the following order.

1. Dateline toponyms: toponyms that appear at the beginning of
the news article and provide the general geographic location
for the news article.

2. Relative geography: phrases that define an imprecise geo-
graphic region based on proximity to another geographic lo-
cation.

3. Comma group: toponyms that frequently occur together, sep-
arated by commas.

4. Location/container: toponyms occurring together that satisfy
with a hierarchical containment relationship.

5. Local lexicon: a set of toponyms that is associated to a news
source.

6. Global lexicon: a set of toponyms that is found in a curated
set of well-known places.

7. One sense: all instances of a specific toponym in an article
will have the same resolution.

Rule 7 is applied after each of the Rules 1 to 6. This propagates
a resolved toponym to all later identical toponyms. If none of the
rules can be used to resolve a toponym, then the toponym is not re-
solved instead of giving it a default sense such as the most common
resolution or interpretation.

For a detailed evaluation of the toponym recognition and resolu-
tion procedures, see [14, 15, 16, 17, 28].

3.4 Spatiotemporal Disambiguation and Match-
ing

After toponym recognition/resolution and future temporal pat-
tern recognition, one needs to pair-up a toponym and a future tem-
poral pattern to establish the existence of a future event. This match-
ing process is defined by a function f : X → Y , where X is the
future temporal pattern set and Y is the toponym set. A future tem-
poral pattern has to pair-up with a toponym, but not the other way.
In other words, f (or the matching process) is injective and non-
surjective.

There are five possible cases where one needs to consider when
one performs toponym-temporal disambiguation and matching, namely:

1. |X| = 0 or/and |Y | = 0, 2. |X| = |Y | = 1,
3. |Y | > 1, |X| = 1, 4. |X| > 1, |Y | = 1,
5. |X| > 1, |Y | > 1.

For the first case, no future event is identified. For the second
case, it is a direct one-to-one match.

For Case 3-5, one needs to de-duplicate the set of toponyms and
the set of temporal patterns since the earlier future temporal pat-
tern recognition and toponym recognition/resolution only tagged
the phrases and identified their positions in the text. For the future
temporal patterns, de-duplication is more complex as, for exam-
ple, “afternoon” and “morning” on the same day are considered
different, but “3 p.m to 5 p.m” and “afternoon” may be similar. In

this paper, “morning”, “afternoon”, and “evening” are defined to be
non-overlapping time intervals.

When one has a single temporal pattern and multiple toponyms
(Case 3), there are three heuristic rules to consider in the list order,
namely:

H1: Matching toponyms in the title.

H2: Matching the leaf node in a hierarchical containment rela-
tionship among multiple toponyms.

H3: Matching a toponym based on proximity of its occurrence to
the temporal pattern in the text.

Note that any dateline toponym in the news article is ignored as it
represents the news geographic source and usually not the event’s
geographic location. H2 comes before H3 as we place emphasis on
the existence of related toponyms in a news article. When there are
multiple leaf nodes, then H3 is used to decide the toponym match.

EXAMPLE 1. Spatiotemporal Disambiguation/
Matching
Key phrase with temporal pattern: “Hamlin will probably contribute
on special teams in this Sunday’s game against the Pittsburgh
Steelers.”
Toponyms: “Owing’s Mill”, “Baltimore”, “Maryland”, “Pittsburgh”.
Matching: “this Sunday” and “Baltimore”.

In the above example, “Owing’s Mill” is a dateline toponym in the
news article. Hence, it is ignored. The matching toponym is “Balti-
more” and not “Pittsburgh” as H2 is preferred over H3.

When there is a single toponym and multiple temporal patterns
(Case 4), all the temporal patterns will match to the single toponym
due to the injective nature of our matching process. From our anal-
ysis result, we note that this case is very rare.

For Case 5, when a news article contains multiple toponyms and
temporal patterns, we repeat the heuristic rulesets in Case 3 for each
temporal pattern. One observation from our analysis result is that if
there are a large number of toponyms or/and temporal patterns, then
the text is likely to be a descriptive, non-factual article. Another ob-
servation is that a news article containing a weather forecast usually
consists of a larger number of temporal patterns than toponyms.

After we have a list of toponym-temporal pattern pairs, we ex-
tract a corresponding key phrase containing the temporal pattern
for each toponym-temporal pattern pair.

3.5 Event Sentiment Analysis
The event sentiment classification task involves the determina-

tion of the anticipated user attitude or feeling towards an identified
event. A person has a positive feeling for a festival, an entertain-
ment event, a concert or a sport event. On the other hand, an acci-
dent, slow traffic, poor weather or a crime induces negative feeling.
An event such as an “electronic recycling event” (see Figure 1),
which may not affect the user attitude or feeling towards it, will be
neutral. For this classification task, we use the bag-of-word repre-
sentation for a news article. First, we split all text into terms, and
remove terms of pure digits. Then we use a porter stemmer [27] to
stem every word. Next, we perform feature selection on words that
removes words with document frequency less than 3. Each docu-
ment is represented by a vector with each dimension corresponding
to a unique word, with the entry of that dimension as the term fre-
quency (TF), the number of times the word appeared in this docu-
ment. Classification is based on the simple and intuitive assumption
that the sentiment of the news article corresponds to the sentiment
of the events found in the news article.



We applied two classification approaches, namely the supervised
Latent Dirichlet Allocation (sLDA) [5] and the Support Vector Ma-
chine (SVM) [34], to the event sentiment classification task. LDA
(a generative graphical model) and its variants have been popular
topic modeling approaches for text data. SVM (a discriminative
classifier) has strong theoretical justification and competitive prac-
tical performance.

We conducted experiments to compare the two approaches. First,
we manually labeled and grouped 214 news articles (out of the
3652 news articles) into three sentiment categories: neutral, pos-
itive, and negative. Positive news articles contain news related to
topics such as festival, entertainment, and sports. Negative news
articles contain news related to topics such as crime, accident, poor
weather, and traffic. The rest are included into the neutral category.
Then, we performed the leave-one-out cross-validation (LOOCV)
for each approach. For the LOOCV, we constructed a learning model
or a classifier using 213 news articles and tested the sentiment clas-
sification accuracy for a single news article. We repeat this proce-
dure 214 times leaving a different news article out for testing.

For sLDA, we fix the number of topic at 25. The number of it-
eration for the E-step and the M-step are 50 and 20, respectively.
For the SVMs, we use the linear SVM, polynomial SVM, and the
Gaussian SVM. We setC = 10000 and due to the unbalance nature
of the data set, we weigh the C based on the ratio of the number of
news articles in the different categories Table 4 shows the LOOCV
performance of the approaches we used for the classification. Table
4 (right column) shows that the linear SVM and the Gaussian SVM
are better than the sLDA. The third degree polynomial performs
worst among the four approaches.

Classifier Accuracy
sLDA 68.69%

Linear SVM 73.83%
Polynomial (3rd) SVM 42.52%

Gaussian SVM 73.36%

Table 4: News Articles Sentiment Classification.

One observes from [25] (Figure 1 and 2) that the human-based
classifier (using positive and negative word lists) achieve an accu-
racy of 58% to 69% for the sentiment classification problem (in the
movie reviews domain). If one assumes that this human baseline
performance is applicable to our problem domain, then the sLDA
performs almost as good as human, and the Linear SVM and the
Gaussian SVM perform better than a human.

The identified events from a news article are assigned the news
article sentiment. A recommendation system can then advise a user
either to avoid a geographic location or to attend a future event
based on this event sentiment. A challenging issue for our event
sentiment task is the assignment of event sentiment when there are
multiple future events in a single news article when the events have
different sentiment.

4. FUTURE WORK AND CONCLUSIONS
In this paper, we describe a systematic approach for future event

mining from web; in particular, news articles. The mining proce-
dure consists of two main steps: recognition and matching. For the
recognition step, we identify and resolve toponyms and future tem-
poral patterns. In the matching step, we perform spatiotemporal dis-
ambiguation, de-duplication, pairing, and sentiment classification.
Example 2 below shows an example of an identified future event
that consists of its geographic location, temporal pattern, sentiment
value, key phrase from text, news title, and news article URL.

EXAMPLE 2. A Future Event Output Record.
Spatial: (Lat, Lon) = (39.0993, -76.8483); Laurel
Temporal: Date = 2010 09 18; this Saturday, Sept 18.
Sentiment: Neutral
Key Phrase: “The Woman’s Club of Laurel’s annual yard sale will
be held this Saturday, Sept. 18 from 8 a.m.-noon on Bond Mill
Road between Brooklyn Bridge Road and Orem Drive.’
Title: "West Laurel: Graduate needs instruments to fulfill his mu-
sical mission"
URL: http://www.explorehoward.com/community/74907/
graduate-needs-instruments-fulfill-his-musical-mission/

With the geographic location, date/time of occurrence, and the event
sentiment, the identified future events from news articles are useful
for location-aware future event recommendation system (see Fig-
ure 1).

There are many issues that require further investigations such as
better spatiotemporal event sentiment analysis and temporal pat-
tern extraction, and robust performance evaluation. In particular,
we perform document (news article) level sentiment classification
on the extracted spatiotemporal events. In other words, we assume
that (i) the sentiment for the spatiotemporal event(s) extracted from
a news article is reflected by the whole document content and (ii)
if there are multiple events in a news article, they have identical
sentiment. From our manually labeled data used for performance
evaluation, Assumption (ii) seems to hold. To eliminate the two as-
sumptions from spatiotemporal event sentiment classification task,
a better approach would be to apply sentence level or text segment
level sentiment classification. One would evaluate the sentiment of
the sentence containing a spatiotemporal event. One difficulty for
this approach would be the limited amount of information from one
sentence. Text segment level approach could overcome this limita-
tion by providing more information relevant to the spatiotemporal
event.

A key part of recommendation systems, not discussed in this pa-
per and require further investigation, is personalized recommen-
dations based on some innate interest or relevancy metric. For in-
stance, traditional collaborative filtering makes use of user rating
history (e.g., movie ratings) to provide personalized movie recom-
mendations. Similar idea can be applied here, for instance, based
on user travel histories, or user event attendance histories (e.g.,
FourSquare check-ins), or online news viewing histories. This will
avoid flooding all nearby users with a future event that some users
may not be interested.
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