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Ensuring timely coordination between autonomous aircraft is a challenging problem in

decentralized air traffic management (ATM) applications for urban air mobility (UAM) scenarios. 
This paper presents an approach for formally guaranteeing timely progress in a Two-Phase 
Acknowledge distributed knowledge propagation protocol by probabilistically modeling the 
delays using the theory of the Multicopy Two-Hop Relay protocol and the M/M/1 queue system. 
The guarantee states a probabilistic upper bound to the time for progress as a function of the 
probabilities of the total transmission and processing delays following two specific distributions. 
The proof uses a general library of formal theories, that can be used for the rigorous mechanical 
verification of autonomous aircraft coordination protocols using the Athena proof checker and 
assistant.

1. Introduction

The use of uncrewed aircraft systems (UAS) for urban air mobility (UAM) operations will pose significant air traffic manage-

ment (ATM) challenges as the UAS will need to operate in highly congested urban airspaces while maintaining safe distance from 
one another. Centralized ATM techniques, that rely on human controllers or ground stations, are prone to human errors, do not scale, 
and are economically infeasible for UAM operations [1,2]. Decentralized UAS traffic management (UTM) protocols, on the other hand, 
can be used by the UAS to autonomously coordinate and operate safely.

One of the challenging aspects of decentralized coordination is ensuring that a fact 𝜙 is sufficiently propagated through a network 
of autonomous agents. In the context of UTM, 𝜙 may represent a set of autonomous aircraft that are authorized to use a four-

dimensional airspace, the knowledge of which is important for any new aircraft that would want to operate in the same airspace. 
The two-phase acknowledge knowledge propagation protocol (TAP) [3] can be used to sufficiently propagate the knowledge of a fact 𝜙
in a network of aircraft to attain a safe distributed state of knowledge [4]. TAP satisfies two important properties—consistency, which 
implies that TAP will correctly propagate the knowledge; and eventual progress, which implies that eventually, the safe state will 
be attained. However, a guarantee of eventual progress alone is insufficient for time-critical UTM applications, as it does not state 
any bound on the time for successful propagation. Guarantees of timely progress, on the other hand, can provide some useful time 
bounds for successful propagation by considering message transmission and processing delays and the number of messages involved. 
In asynchronous networks, message delays are unbounded, making it impossible to provide deterministic bounds on the total time 
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Fig. 1. Schematics of knowledge flow in TAP via messages (example uses 3 replicas).

that may be required for successful propagation. However, using appropriate theories and assumptions, it is possible to formalize 
some useful probabilistic bounds on progress that can be helpful.

In this paper, we formulate probabilistic progress guarantees for TAP (going beyond eventual progress) by using theories apposite 
to low-altitude platforms (LAP) [5] of airborne communication such as vehicular ad hoc networks (VANET) [6]. Particularly, we use the 
theory of the Multicopy Two-Hop Relay (MTR) protocol [7] to model message transmission delays in VANETs and the M/M/1 queue 
system [8] to model message processing delays in avionics systems. The probabilistic bounds on these delays are then used to provide 
sufficiently high-level guarantees of timely progress that can be useful for UAM applications such as collision avoidance. We also 
present a formal reasoning library in the Athena proof assistant [9,10] that is adequate to mechanically verify the timely progress 
guarantees of TAP. The library contains formalized theories from various domains, such as random variables, distributions, queues, 
and VANETS, that can be used for reasoning about and proving high-level properties of distributed coordination protocols.

The main contributions of this paper are—(1) formalization of the theory of the Multicopy Two-Hop Relay (MTR) protocol to 
model message transmission delays; (2) formalization of theory related to the probability of events; (3) formalization of properties of 
the Poisson distribution in queues; (4) formalization of the theory of the M/M/1 queue system to model message processing delays; 
(5) a high-level probabilistic guarantee of timely progress for TAP assuming the usage of MTR protocol and M/M/1 queues; and (6) 
a discussion on the development and use of formal proof libraries to verify complex system properties. This work extends upon an 
earlier version [11] by developing the high-level formal proofs of two important lemmas that were previously left as conjectures—the 
probability of implied events (Eq. (15)) and the average number of messages in queue for a Poisson distribution (Eq. (10))—and by providing 
a more insightful and structured discussion on our reasoning library, that has been extended with new theories to support the new 
proofs.

The paper is structured as follows: Section 2 describes TAP; Section 3 presents a timely progress guarantee for TAP; Section 4

discusses the proof library; Section 5 presents a discussion on our approach; Section 6 presents prior related work; and Section 7

concludes the paper with a summary and potential directions of future work.

2. The two-phase acknowledge protocol

TAP considers an asynchronous, non-Byzantine system model in which agents may fail temporarily and message delivery is 
reliable [12]. There is a non-empty set of propagators, and a logically separate non-empty set of replicas. All propagators know the set 
of replicas and the same fact 𝜙.

In knowledge logic [4], the expression 𝑘𝑖𝜙 represents that an agent 𝑖 knows the fact 𝜙, and 𝐸𝜙 represents that all agents in the 
system know 𝜙. The expression 𝐸𝐸𝜙 (or 𝐸2𝜙) represents a higher state of knowledge than 𝐸𝜙 and implies that every agent knows 
two facts—𝜙 and 𝐸𝜙. 𝐸2𝜙, in the context of TAP, implies that all replicas know that all other replicas know 𝜙. The goal of every 
propagator is to propagate 𝜙 among all the replicas and eventually learn that 𝐸2𝜙 has been achieved. Propagators and replicas are 
logical abstractions and may be functionally implemented by the same aircraft simultaneously.

From the perspective of a propagator, TAP has two consecutive phases:

• Phase 1
(a) The propagator sends a learn message with 𝜙 to each replica.

(b) A replica learns 𝜙 if and only if it receives a learn message with 𝜙 from the propagator; it replies to the propagator with a 
learnt message if and only if it has learned 𝜙.

• Phase 2
2

(a) The propagator sends an all-know message to each replica if and only if it has received learnt messages from all replicas.
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(b) A replica learns that all replicas know the value 𝜙 if and only if it receives an all-know message from the propagator; it replies 
to the propagator with an acknowledgement message if and only if it has learned that all replicas know the value 𝜙.

(c) The propagator learns 𝐸2𝜙 has been achieved if and only if it receives acknowledgement messages from all replicas.

Under our system model, eventual progress has been guaranteed for TAP under some suitable conditions [3]. Assuming eventual 
progress, the total time taken for successful propagation is dependent on three factors—the message transmission delays between 
the aircraft; the message processing delays in each aircraft; and the total number of messages involved. From the perspective of a 
propagator, successful propagation involves a deterministic number of messages—for each replica, 4 messages are required (Fig. 1), 
so for 𝑅 replicas, the total number of messages required for successful propagation is 4 × 𝑅. However, in asynchronous settings, 
transmission and processing delays are unbounded. Therefore, even with a deterministic number of messages, it is impossible to 
provide a deterministic bound on the time for progress.

3. Formal guarantees of probabilistic timely progress

In the absence of deterministic properties, it is possible to employ a probabilistic approach for providing formal guarantees of 
timely progress. This can be done by reasoning about the probabilistic message delays using either theoretical models or data-driven 
models. In contrast to theoretical models that are based on analytical results about system characteristics, data-driven models are 
usually based on real-time or historical statistical observations about the system. This paper focuses on using theoretical models for 
reasoning about probabilistic timely progress.

For UAM applications, it is desirable to choose theoretical models that are appropriate for airborne networks. Mobile ad hoc 
networks (MANETS) have been shown to be viable options for inter-aircraft communication in areas where there are no dedicated 
communication networks [13]. Using such networks, aircraft are not only able to communicate their own information but also relay 
received information from other aircraft using a multi-hop ad hoc approach [14]. Moreover, an aircraft can be considered to be a 
single server where messages arrive, wait for some time until they are processed, and take some time to be processed. This makes it 
appropriate to use queueing theory [8] to reason about message processing delays. The M/M/1 system is an elementary queue system 
that consists of a single server that processes all messages which are received, making it a reasonable choice for modeling message 
processing with respect to a single aircraft. M/M/1 system also provides some useful analytical properties that make it possible to 
formally reason about the message processing delays. It has been shown that two-hop relaying and the M/M/1 queue are appropriate 
for message transmission and processing in MANETs [15,16]. Therefore, we use assumptions valid under these paradigms to develop 
the proof of timely progress for TAP.

To formally derive timely progress guarantees for TAP, we make the following assumptions—(1) all aircraft use the MTR protocol 
for message transmission between each other; (2) each aircraft independently implements an M/M/1 queue to process the messages 
that it receives; (3) the transmission delays of the messages are independent and identically distributed (i.i.d.); (4) the processing delays 
of the messages are i.i.d.; and (5) the transmission delays are independent of the processing delays.

From the perspective of a propagator, if eventual progress is guaranteed, then in the worst-case, when there is no concurrency 
in message transmission and processing, the total time (𝑇𝑆 ) taken for successful propagation can be calculated by using the total 
number of messages that are involved (𝑁𝑀 ), and the transmission delay (𝑇𝐷𝑚

) and processing delay (𝑇𝑃𝑚 ) of each message 𝑚. Since 
we know that 𝑁𝑀 has a deterministic value (4 ×𝑅) for TAP, the worst-case time can, therefore, be obtained using Eq. (1).

𝑇𝑆 =
𝑁𝑀∑
𝑚=1

𝑇𝐷𝑚
+

𝑁𝑀∑
𝑚=1

𝑇𝑃𝑚
(1)

Now, to derive a probabilistic bound on 𝑇𝑆 , we first need to probabilistically model 𝑇𝐷𝑚
and 𝑇𝑃𝑚 for every message 𝑚 involved.

3.1. Modeling the message transmission delays

Two-hop relaying, for data transmission between a source and a destination when the two nodes are not within transmission range, 
has been proposed to be an efficient mode of communication in MANETs [15]. Relaying has also been considered to be appropriate for 
airborne networks where two communicating aircraft may not always be within direct transmission range [14]. Therefore, to ensure 
that our assumptions about message transmission delays in airborne networks are consistent with prior work in the literature, we use 
the theory of the multicopy two-hop relay (MTR) protocol. For this, we base our assumptions on the description of the MTR protocol 
presented by Al Hanbali et al. [17].

In the basic two-hop relay protocol, there are a set of 𝑀 + 1 mobile nodes whose trajectories are i.i.d. [15]. If a source node 
wants to transfer a message to a destination node, it can either transmit it directly to the destination, if the destination is within its 
transmission range, or, it can transmit copies of the message to one or more relay nodes. A relay node can transmit a copy of a message 
directly to the destination node if it is within transmission range. A relay node, however, cannot transmit a copy of a message to 
another relay node. Each message, therefore, makes a maximum of two hops—it is either transmitted directly from the source to the 
destination, or it is transmitted through one intermediate relay node.

In the MTR protocol [17], transmission delay 𝑇𝐷𝑚
is the time taken for the destination to receive a message 𝑚 or a copy of 𝑚

for the first time. Two nodes meet when they come within the transmission range of one another and inter-meeting time is the time 
3

interval between two consecutive meetings of a given pair of nodes. The inter-meeting times of all pairs of nodes are i.i.d. with the 
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common cumulative distribution function (CDF) 𝐺(𝑡). The source can only transmit a message to a relay that does not already hold a 
copy. Message transmission between two nodes within range is instantaneous. Each copy of a message has a time-to-live (TTL), which 
is the time after which a relay has to drop an untransmitted copy.

To derive a probabilistic bound on the time taken to transmit a message using MTR, we make the following assumptions:

• the TTLs for all messages are unrestricted, i.e., a message can be held by a relay node until it can transmit it,
• since delivery is instantaneous when the nodes meet and TTLs are unrestricted, the inter-meeting time between the source and 

the destination (𝑇𝑠𝑑 ) or between a relay 𝑖 and the destination (𝑇𝑟𝑖𝑑 ) also represents the time taken by the source or the relay to 
directly deliver a message to the destination,

• the source transmits the copy of a message to all 𝑀 − 1 relay nodes. A message (or a copy) can, therefore, be delivered to the 
destination by the source or any of the relay nodes. Hence, the actual time taken to deliver the message will be the minimum of 
{𝑇𝑠𝑑 , 𝑇𝑟1𝑑 , ..., 𝑇𝑟𝑀−1𝑑

} (Eq. (2)),

𝑇𝐷𝑚
= min

(
{𝑇𝑠𝑑 , 𝑇𝑟1𝑑 , ..., 𝑇𝑟𝑀−1𝑑

}
)

(2)

• the inter-meeting times of the mobile nodes are exponentially distributed with the rate parameter 𝜆𝑀𝑇𝑅.

By using the above assumptions and necessary theories from probability, random variables, and exponential distributions, we can 
derive the following probabilistic bound on the time taken to deliver a message 𝑚 using MTR:

𝑃

(
𝑇𝐷𝑚

≤ 𝑡

)
= 1 − 𝑒−𝜆𝑀𝑇𝑅𝑀𝑡 (3)

Now, the derivative of the above expression conforms to the probability density function (PDF) of an exponential distribution with 
rate parameter 𝜆𝑀𝑇𝑅𝑀 . Therefore, we can conclude that 𝑇𝐷𝑚

is exponentially distributed with a rate parameter 𝜆𝐷𝑚
= 𝜆𝑀𝑇𝑅𝑀 .

3.2. Modeling the message processing delays

Queueing theory [18] has been extensively used in the literature for modeling throughput in MANETs [19–21,16]. An aircraft 
communicating using a MANET can be considered to be a single server where messages arrive, wait some time in a queue until they 
are processed, and take some time to be processed. Therefore, for modeling the message processing delays in the aircraft, we use 
theory of queues, particularly the M/M/1 queue system [8]. The M/M/1 queue system is a special queueing system where there is 
a single server that processes all incoming messages, message arrivals are determined by a Poisson process [22], and message service 
times have an exponential distribution. This makes it suitable for modeling message transmission in aircraft. The M/M/1 queue system 
provides elegant analytical properties for computing the total time 𝑇𝑃𝑚 required for a message 𝑚 to be processed. This processing 
time includes the time spent in the queue and the time spent actually processing the message. An important property of 𝑇𝑃𝑚 in the 
M/M/1 queue system is that 𝑇𝑃𝑚 is exponentially distributed [18].

The M/M/1 queue system has the following properties [18]:

• the interarrival times of messages in the queue are exponentially distributed with a rate parameter 𝜆𝑎 ,

• the service time of messages, which is the time spent actually processing a message, is exponentially distributed with a mean 1∕𝜇𝑠 ,
• the queue is managed by a single server, and

• the number of message arrivals in an interval of length 𝜏 follows a Poisson distribution [23] with a parameter 𝜆𝑎𝜏 .

To probabilistically model 𝑇𝑃𝑚 , we use Little’s theorem [24], which is an important fundamental result in queueing theory. If 𝑁𝑞

and 𝑇𝑝 represent the average number of messages and the mean processing delay (queueing delay + service delay) respectively,1 then 
Little’s Theorem states the useful relationship conveyed in Eq. (4)

𝑁𝑞 = 𝜆𝑎𝑇𝑝 (4)

We have formalized the proof of Little’s Theorem as presented in [18]. The proof uses 𝑁(𝜏), 𝛼(𝜏), and 𝑇 (𝑖) to represent the number 
of messages in the system at time 𝜏 , the number of messages that arrived in the interval [0, 𝜏], and the average time spent in the 
system by message 𝑖 respectively. The average arrival rate over the time period [0, 𝑡] is then given by:

𝜆𝑡 =
𝛼(𝑡)
𝑡

(5)

Similarly, the average processing delay of messages that arrived in the interval [0, 𝑡] is given by:

𝑇𝑡 =
𝛼(𝑡)∑
𝑖=1

.
𝑇 (𝑖)
𝛼(𝑡)

(6)

The average number of messages in the system in [0, 𝑡] is given by:
4

1 Note that 𝑇𝑝 = 𝐄 [𝑇𝑃𝑚

]
is the mean or the expected value of 𝑇𝑃𝑚

.



Science of Computer Programming 239 (2025) 103184S. Paul, C. McCarthy, S. Patterson et al.

𝑁𝑡 =
1
𝑡

𝑡

∫
0

𝑁(𝜏)𝑑𝜏 (7)

The graphical analysis of a FIFO system reveals the following [18]:

1
𝑡

𝑡

∫
0

𝑁(𝜏)𝑑𝜏 = 1
𝑡

𝛼(𝑡)∑
𝑖=1

𝑇 (𝑖) (8)

Using Eq. (5) to Eq. (8), it can be shown that:

𝑁𝑡 = 𝜆𝑡𝑇𝑡 (9)

Assuming that the limits 𝑁𝑞 = lim𝑡→∞𝑁𝑡, 𝜆𝑎 = lim𝑡→∞ 𝜆𝑡, and 𝑇𝑝 = lim𝑡→∞ 𝑇𝑡 exist, we can now obtain Eq. (4) to prove Little’s 
Theorem.

Now, using the properties of the Poisson distribution, we can prove that:

𝑁𝑞 =
𝜆𝑎

𝜇𝑠 − 𝜆𝑎
(10)

Again, from Eq. (10) and Eq. (4), we can obtain the following relationship:

𝑇𝑝 =
1

𝜇𝑠 − 𝜆𝑎
(11)

Finally, since 𝑇𝑃𝑚 is exponentially distributed, its rate parameter 𝜆𝑃𝑚 can be obtained as2:

𝜆𝑃𝑚
= 1

𝐄
[
𝑇𝑃𝑚

] = 1
𝑇𝑝

= 𝜇𝑠 − 𝜆𝑎 (12)

3.3. Probabilistic bound on the worst-case time

Using the rate parameters 𝜆𝐷𝑚
and 𝜆𝑃𝑚 for the exponentially distributed message transmission and processing delays, we can now 

provide a probabilistic bound on the worst-case time for progress 𝑇𝑆 . For that, let

𝑇𝐷 =
𝑁𝑀∑
𝑚=1

𝑇𝐷𝑚
& 𝑇𝑃 =

𝑁𝑀∑
𝑚=1

𝑇𝑃𝑚
(13)

From Eq. (1) and Eq. (13), for any two real numbers 𝑥 and 𝑦, we can state:

((𝑇𝐷 ≤ 𝑥) ∧ (𝑇𝑃 ≤ 𝑦)) ⟹ (𝑇𝑆 ≤ (𝑥+ 𝑦)) (14)

Now, for two events, 𝐴 and 𝐵, the following statement holds [25]:

(𝐴 ⟹ 𝐵) ⟹ (𝑃 (𝐵) ≥ 𝑃 (𝐴)) (15)

Therefore, from Eq. (14) and Eq. (15), we get:

𝑃 (𝑇𝑆 ≤ (𝑥+ 𝑦)) ≥ 𝑃 ((𝑇𝐷 ≤ 𝑥) ∧ (𝑇𝑃 ≤ 𝑦)) (16)

Since the processing delays are independent of the transmission delays, by the product rule of independent events [26] we have3:

𝑃 ((𝑇𝐷 ≤ 𝑥) ∧ (𝑇𝑃 ≤ 𝑦)) = 𝑃 (𝑇𝐷 ≤ 𝑥) × 𝑃 (𝑇𝑃 ≤ 𝑦) (17)

From Eq. (16) and Eq. (17) we have:

𝑃 (𝑇𝑆 ≤ (𝑥+ 𝑦)) ≥ 𝑃 (𝑇𝐷 ≤ 𝑥) × 𝑃 (𝑇𝑃 ≤ 𝑦) (18)

Now, both 𝑇𝐷 and 𝑇𝑃 are sums of i.i.d. exponential random variables. Therefore, 𝑇𝐷 and 𝑇𝑃 follow two different Erlang distribu-

tions [23], each of which are parameterized by a shape parameter (which is 𝑁𝑀 in both cases) and a rate parameter (𝜆𝐷𝑚
for 𝑇𝐷 and 

𝜆𝑃𝑚
for 𝑇𝑃 ). The CDF of an Erlang distribution with shape parameter 𝑘 and rate parameter 𝜆 is given by:

𝐹Er(𝑡, 𝑘, 𝜆) = 1 −
𝑘−1∑
𝑛=0

1
𝑛!
𝑒−𝜆𝑡(𝜆𝑡)𝑛 (19)

2 For an exponential random variable, the rate parameter is the reciprocal of the mean.
5

3 The product rule states that for independent events 𝐴 and 𝐵, 𝑃 (𝐴 ∧𝐵) = 𝑃 (𝐴) × 𝑃 (𝐵).
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Fig. 2. Athena proof of Eq. (22).

This can be used to compute the delay probabilities as follows:

𝑃 (𝑇𝐷 ≤ 𝑥) = 1 −
𝑁𝑀−1∑
𝑛=0

1
𝑛!
𝑒
−𝜆𝐷𝑚

𝑥(𝜆𝐷𝑚
𝑥)𝑛 = 𝐹Er(𝑥,𝑁𝑀,𝜆𝐷𝑚

) (20)

𝑃 (𝑇𝑃 ≤ 𝑦) = 1 −
𝑁𝑀−1∑
𝑛=0

1
𝑛!
𝑒
−𝜆𝑃𝑚 𝑦(𝜆𝑃𝑚𝑦)

𝑛 = 𝐹Er(𝑦,𝑁𝑀,𝜆𝑃𝑚
) (21)

From Eq. (18), Eq. (20), and Eq. (21), we can state the required bound on 𝑇𝑆 :

𝑃 (𝑇𝑆 ≤ (𝑥+ 𝑦)) ≥ 𝐹Er(𝑥,𝑁𝑀,𝜆𝐷𝑚
) × 𝐹Er(𝑦,𝑁𝑀,𝜆𝑃𝑚

) (22)

where 𝑁𝑀 = 4 ×𝑅, 𝜆𝐷𝑚
= 𝜆𝑀𝑇𝑅𝑀 and 𝜆𝑃𝑚 = 𝜇𝑠 − 𝜆𝑎.

We have mechanically verified all the equations described in this section in Athena by using theory of limits, distributions, real 
numbers, and other domains (the proof of Eq. (22) is shown in Fig. 2). However, currently the library does not support graphical 
analysis, and, therefore, we have taken Eq. (8) as a conjecture in the library.4 In the next section, we will present a brief insight into 
how such complex proofs can be developed using interactive theorem provers such as Athena by using illustrative examples.
6

4 The formal proof of this established property [18] is left for future work.
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Fig. 3. Snippet from our Athena formalism to express events over random variables.

Fig. 4. Some background theory needed for the proof of Eq. (15).

4. Coordination protocol verification using athena

In this section, we will present some insight into our proof development process in Athena and present our proof library that is 
tailored for developing proofs of distributed communication in airborne networks.5

To develop formal proofs of mathematical equations and other statements, it is necessary to first develop a library of symbols and 
terminologies that can be used to express the equations and statements in a computer understandable manner. For example, consider 
Eq. (15) which states a property about the probabilities of events. To develop the formal proof of this equation, we introduced a 
datatype of events Event (Fig. 3) that allowed us to express the properties of events. As our proofs considered events which were 
either of the form “𝑥 <operator>𝑋” or “∀𝑥 ∈Φ ∶ 𝑥 <operator>𝑋”, where 𝑥 is a random variable, Φ is a set of random variables, 
<operator> ∈ {>, <, =, ≥, ≤}, and 𝑋 is a real value, we introduced two event constructors consE and consErvs to express such 
events. We also developed constructs to express statements like “an event happens”, “probability of an event”, and “two events are 
complementary” by creating appropriate functions over Event.

Once the terminologies have been defined, necessary theory must then be encoded for developing the proofs. In our case, after 
defining the data type, constructors, and function symbols necessary to express events, we introduced some theory that the proof of 
Eq. (15) relies on. This included two axioms—Kolmogorov’s first axiom of probability and the fundamental definition of conditional 
7

5 Access the library at https://wcl .cs .rpi .edu /assure/.
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Fig. 5. Athena proof of Eq. (15).

probability—which we asserted; and a statement about conditional probability, which we forced into the assumption base as a part 
of our top-down proof development approach (Fig. 4).

Once the necessary theory has been specified, special methods called proof tactics must be used to develop the proofs. We developed 
the proof of Eq. (15) by using Athena’s proof tactics (as shown in Fig. 5). Athena supports the use of forward and backward reasoning 
tactics for interactively guiding proofs using facts in the assumption base. This particular proof used the chain tactic for forward 
reasoning. Once proven, Eq. (15) was then simply instantiated for the appropriate variables in the proof of Eq. (16) (Fig. 6).

The proofs presented in Section 3 rely on theories from a variety of fundamental domains such as reals numbers, probability 
theory, network theory, etc. In order to fully mechanize the proofs, we needed to formalize in Athena the relevant low-level funda-

mental theories from these domains as applicable. One of these was the domain of real numbers, for which we created the RealExt

module (Fig. 7). This module contains some fundamental theories (e.g., the commutative and associative properties of operators) of 
Real numbers needed for the proofs. As a part of RealExt, we also had to develop the proofs of some simple properties such as the 
property that two variables representing real numbers, which are equal to each other, can be replaced with one another in an expres-

sion. Although such properties are very simple, designing generic proofs that work for all types of expressions was challenging since 
we had not created a domain of expressions over which generic proofs could be developed. So we had to develop custom proofs for 
each expression where we needed to use such properties. This satisfied our needs to mechanize the proofs of the equations presented 
in this paper, but it will be useful to generalize these proofs over all types of expressions in the future.

One important aspect we kept in mind while developing the formalizations was to ensure that they are sufficiently abstract and 
reusable to facilitate their seamless integration into proofs of higher-level theories across different contexts. E.g., Fig. 8 shows the 
usage of some of the theories from the RealExt module where they have been simply “plugged-in” appropriately in the proof of 
Eq. (10) to prove the sub-steps of the chain tactic-based proof.

When there is a considerable amount of theory in a library, it becomes necessary to partition and organize it for clarity and 
reusability. This is also important in order to support modular enhancements of theories when needed so that a minor update to a 
theory does not force major rewriting of the formalisms in the entire library. Athena allows the use of modules that can be used to 
organize, partition, and encapsulate theories into logically separate namespaces. Modules are dynamic in the sense that they can be 
extended at any time and additional content can be added to them using the extend-module command (Fig. 9). This feature of 
Athena allows theories, which are logically separate from one another, to be categorized and structured for brevity. It also makes it 
easy to generalize theories for use in different contexts by importing as required. Several important modules in our Athena library, 
such as Prob (probability), Dist (distributions), and Event (events), have been modularized and organized into smaller sections 
using the extend-module command.

Our Athena library contains theories from distributed systems, network theory, VANETS, and mathematical theories such as 
probability theory, logarithms, and calculus. Parts of the library have also been used for dynamic data-driven flight state awareness 
applications [27], thereby showing its applicability beyond distributed communication and for data-driven autonomous aerospace 
systems. Fig. 10 shows the different modules in the current version of the library and the relationships between them. The v0.3 of 
the library currently consists of 159 axioms, 9 forced conjectures, and 52 theorems.

The library does not yet contain an end-to-end proof for Eq. (22) that is supported only by fundamental axioms. There are 
conjectures that have been relied upon to design the high-level proofs of intermediate proof steps such as Eq. (10) and Eq. (15). 
Eq. (8) has been forced since we have not encoded the theory of graphical analysis that is needed for the proof [18]. However, 
designing a complete end-to-end proof is a matter of determining the correct formalisms and the theory to encode in Athena so that 
8

the conjectures can be proven from fundamental axioms. The technical challenges include designing new Athena constructs that can 
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Fig. 6. e1==>e2-prob as used in the Athena proof of Eq. (16).

Fig. 7. A snippet from the RealExt module.

be used to express the lower-level theory that the proofs of the conjectures rely on and then interactively designing the proofs using 
the tactics provided by Athena. Making sure that the lower-level constructs are as generic and reusable as possible is also a challenge.

5. Discussion

An aircraft can be considered to be a rational agent [28] that uses information (the guarantee of timely knowledge propagation) 
that it perceives from its operating environment (the network of connected aircraft) to take goal-oriented decisions, where the goal 
is to operate safely without conflicts with other aircraft. Probabilistic guarantees of timely progress for distributed coordination 
protocols will allow such autonomous aircraft to make educated operational decisions, e.g., if aircraft know that it will take at most 
𝑥 seconds to propagate the knowledge of their flight plans with 99.99% probability, then they can safely decide to compute plans 
that start after 𝑥 seconds, and be highly confident that the plans will not become stale. As the guarantees presented in Section 3

are based on well-established theoretical models of VANETs, it makes them suitable for safety-critical airborne applications where 
autonomous aircraft may need to coordinate over ad hoc networks in a decentralized manner. Two-hop relaying has been proposed 
to be an efficient mode of communication in VANETs [15] and since each aircraft will be independently responsible for processing 
all the messages sent to it, the proposed combination of the MTR protocol and the M/M/1 queue system is a reasonable approach for 
formally modeling communication between aircraft.

Although there exist technologies to generate formal proofs in a completely automated fashion [29,30], we believe that interactive 
9

theorem proving is a better choice for verifying complex aerospace systems for several reasons. First, interactive systems are usually 
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Fig. 8. A snippet from the proof of Eq. (10) showing the usage of the RealExt module.

Fig. 9. Extending the Prob module in our Athena library, which contains fundamental probability theory, with the PrbIndRv module, which contains theory of 
probabilities of independent random variables, using the extend-module command.

more transparent than automated systems since interactive proofs require all steps to be clearly specified, which is not the case for 
automated proofs. This also helps in increasing trust by promoting in-depth understanding of the properties, the proof steps, and 
the specifications that the proofs are based on [31]. Second, interactive proofs promote the modularization and reuse of theories 
which allows them to be easily modified when the design of a system changes and to be used across systems that share common 
characteristics. This makes them suitable for aerospace systems verification where legacy systems are often modified and partially 
reused in new systems. For these reasons, we chose to use interactive theorem proving techniques for this work.

One major advantage of using theorem provers is the strong confidence provided by mechanically verified proofs. If all the asserted 
statements and the final theorems are understandable with respect to their mathematical or English counterparts, then the trust on 
the proofs gets conveniently abstracted to the trust on the verification engine. However, this is also reliant on developing formalisms 
that can not only be used to express understandable statements but are also precise and robust enough for proof development. 
Athena is based on many sorted first order logic [32] and uses natural deduction-style of proofs [33], which follows natural human 
reasoning strategies such as proof by induction, by cases, by contradiction, etc. This makes the Athena proofs easy to understand with 
respect to their less-formal counterparts written in mathematical notation for human consumption. Moreover, Athena provides a 
strong soundness guarantee that a proven theorem is a logical consequence of the statements in its assumption base.6 It also prevents 
ill-sorted statements by performing sort checking automatically.

Autonomous aircraft operations are complex in nature. They involve many interlinked aspects such as the mobility of the agents, 
the characteristics of the communication network, the internal computational capabilities of the agents, and the interaction between 
the agents. Therefore, formal reasoning about such operations must holistically consider all these aspects. Achieving this in a machine-

verifiable manner requires access to formal constructs, that are sufficiently expressive to correctly and completely specify such aspects, 
in a machine-readable formal language. Developing such expressive formal constructs in a machine-readable language is a challenging 
task since it requires domain knowledge of all aspects of the system that need to be specified, strong knowledge of formal logic and 
reasoning techniques, experience and familiarity with the language in which the constructs are to be specified, and a significant 
10

6 The assumption base is the set of all asserted, forced, or verified statements in Athena.
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Fig. 10. Hierarchy of v0.3 of our Athena library for reasoning about autonomous aerospace systems. Modules in red have been created/updated as part of this paper. 
(For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

amount of time and effort. In the absence of a pre-existing formal library that provides the necessary formal constructs to express a 
system, every time high-level properties of the system need to be verified, engineers have to develop the required formalizations from 
the ground up, potentially making the task of verification intractable. This creates an incentive for developing formal proof libraries 
that can be reused as building blocks for verifying different higher-level proofs.

We have tried to make the specifications in our Athena library reusable to different contexts so that further expansion of the library 
can be aided by using the existing specifications as building blocks rather than requiring to redevelop them for use in other contexts. 
In our experience, efficiently designing reusable formal structures to express interconnected theories requires several iterations where 
the specifications need to be improved to be more general as new contexts for application are identified. Another challenge is the 
meaningful modularization of the developed theories into appropriate categories to make it easy to import them independently in 
different contexts. This is important because when theories are imported during proof development, they are automatically added to 
Athena’s assumption base.

6. Related work

There is existing work in the literature on the informal7 analysis of timely progress of consensus. Attiya et al. [34] provided 
lower-bounds on the time for progress in round-based [35] consensus protocols. Attiya et al. [36] analyzed the time complexity 
of solving distributed decision problems. Berman et al. [37] studied the number of message rounds involved in various consensus 
protocols. Machine-verified guarantees have mainly been about eventual progress. McMillan et al. [38] have proven eventual progress 
of Stoppable Paxos [39] in Ivy [40]. Dragoi et al. [41] and Debrat et al. [42] have proven eventual progress in LastVoting [43]. 
Hawblitzel et al. [44,45] have proven eventual progress for a Multi-Paxos implementation using Dafny [46]. In [47], we have verified 
eventual progress of the Synod consensus protocol using Athena. Formalization of mathematical theories has also been presented 
11

7 We refer to mathematical proofs written for purely human consumption in a non-machine-readable and non-machine-verifiable language as informal proofs.
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in the literature. Hasan [48] presented formalizations of statistical properties of discrete random variables in the HOL Theorem 
Prover [49]. Hasan et al. have formalized properties of the standard uniform random variable [50], discrete and continuous random 
variables [51,52], tail distribution bounds [53], and conditional probability [54]. Mhamdi et al. [55,56] have extended Hasan et al.’s 
work by formalizing measure theory and the Lebesque integral in HOL. HOL formalizations of the Poisson process, continuous chain 
Markov process, and M/M/1 queue have been presented in [57]. Qasim [58] has used Mhamdi et al.’s work to formalize the standard 
normal variable.

In contrast, we presented a formal proof library that unifies suitable theories from various domains to allow for the comprehensive 
verification of complex distributed protocols for autonomous airborne systems.

7. Conclusion and future work

We presented a formal guarantee of timely progress for a knowledge propagation protocol that can be used for coordination of 
autonomous aircraft. The guarantee was formally proven using theories from the Multi-copy Two-Hop Relay (MTR) protocol and the 
M/M/1 queue system to reason about the non-deterministic message delays in a probabilistic manner. We also showcased a proof 
library in Athena that is tailored towards the verification of autonomous aircraft coordination and provided insights into the reusable 
theories that were developed for the proof of timely knowledge propagation.

A potential direction of future work would be to expand the library with more low-level theories so that all high-level proofs 
in the library can be traced back to fundamental axioms. Another potential contribution would be to add the necessary support for 
reasoning about distributed protocols that involve a non-deterministic number of messages, such as the Synod consensus protocol. 
This will require probabilistic reasoning over computation sequences and trees [31,59,60]. It will also be interesting to model other 
routing protocols suitable for VANETs in addition to MTR.

Based on our experiences using Athena, we have also identified a few potential new Athena features that will be useful for 
proof engineers. One major feature would be a dedicated Interactive Development Environment (IDE) with syntax highlighting and 
checking capabilities. Another feature would be insightful error messages for proof failures that can make it easier for proof engineers 
to detect shortcomings in their proof logic and identify correct ways to overcome them. The availability of a pretty printer, that can 
print theories in Athena constructs using appropriate corresponding mathematical notations will also be advantageous since that can 
make it easy to compare the asserted facts to their mathematical counterparts to detect any inconsistencies. To make the theories in 
our Athena library more accessible to new users, it will also be important to create documentation tools that can be used to annotate 
helpful insights into the theories in the library.
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